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Abstract—In modular systems consisting of partially inde-
pendent components the application of full central control is
usually both undesirable and impossible. But this makes subunit
coordination and overall system coherence maintenance difficult.
The paper gives an overview of various potential approaches to
alleviate that problem, based mostly on human / organizational
research literature but encouraging the use of those ideas as
inspiration for the design and management of systems of all kinds.
The main covered issues are organizational structure, dealing
with spontaneously emerged behavior, and supporting component
cooperation (teamwork).

I. INTRODUCTION

In many modular systems, especially the more complex ones
(and particularly in systems-of-systems), the modules have a
certain level of independence in some aspects of their func-
tioning. This means that often there is no possibility to apply
full central control, which actually can provide quite a few
benefits for the system and is thus frequently an intentionally
sought for property, but at the same time it increases the
difficulty of coordinating the activities of subunits and makes
it harder to maintain the required level of overall coherence
in the system. Possible coordinative actions applicable in such
cases include activity pacing, response sequencing, and time
and position coordination [1], workload distribution, division
of labor and roles, etc., or, as expressed in [2]: “The critical
issues in team mission processing are: what should be done,
who should do what, with which resources, and when.”.
Special efforts of coordination may be needed in times of
system transformations so as to avoid inconsistent changes by
deciding whether, how, when and which components should
adapt [3]. If enough coordinative actions are not put into effect
properly, the system can easily degrade into an unconstructive
mess full of interference, conflicts, undone tasks, and lack of
synergy.

Coordination surely requires some kind of functioning com-
munication to be present in the system and is affected by the
structure and dynamics of that communication subsystem. This
is, however, a large area of research on its own, not uniquely
tied to coordination, and thus in the following the underlying
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communication channels are assumed to already be in place
and functional.

The paper is mostly based on human / organizational re-
search literature, but the intent is to facilitate cross-disciplinary
knowledge transfer, i.e., to encourage the use of those ideas
as inspiration for the design and management of systems of
all kinds.

II. ORGANIZATIONAL STRUCTURE

One of the main characteristics affecting coordination in
a modular system is the organizational structure – in what
roles the components collaborate with each other and do they
have different levels of commanding rights. It is possible to
identify several “axes”, relevant to organizational structure,
along which various systems can be plotted.

The first would be about how much structure there is –
ranging from none to an extremely structured system. And
closely related to that is another axis: the flexibility of the
organization – how easily the system can change its level
of structuredness (i.e., move along the first axis), or alter
the type of that structure, or also modify the command and
subordination relationships while staying within one type.
Some possible limit cases are discussed in [4]:

At one extreme, a group of disparate, unstructured
people and tools can find it greatly difficult to
create value. The absence of communication pro-
tocols, shared knowledge, compatible tools, and
common goals renders the timely and economical
accomplishment of goals quite problematic. At the
other extreme, a group of rigidly structured people,
processes, and tools can also find it challenging to
accomplish anything except perhaps an anachronistic
goal, and even that with great inefficiency.

Thus, some intermediate balance is the most desirable, as
usual. One possibility is suggested by the study of multi-agent
systems where one of the core ideas that allows for some
structure to exist in the system but keeps it from becoming
overly rigid is to have the agents making requests instead of
issuing orders. The receivers of the requests can then decide
whether and when they are going to fulfill those (but still do
comply often enough so that the system does not degenerate
into uncooperative solitary entities).

An additional level of flexibility may be attained by making
the interactions anonymous and uncoupled, so that the inter-
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action partners need neither to know each other in advance,
nor to be active at the same time [5]. This could be achieved
by publishing the requests in some medium (ranging from
simple informational objects or messages placed into the
environment or onto note boards, to sophisticated proactive
information systems) and allowing the initiative to fulfill them
come from any interested parties. This assumes, of course,
that the system is composed of such agents that do engage
voluntarily in cooperation. Which provides us with a third
possible axis: the alignment of components’ goals with those
of the system. Here, the range is from totally conflicting
goals to fully aligned. Roughly speaking, it would be the
same as ranging from extremely malicious (from the system’s
perspective) subunits through the neutral or disinterested up
to the cooperative and (hopefully) synergetic ones. Note,
however, that goal alignment does not necessarily imply that
the goals of the components are identical to those of the system
as a whole. Also, if alignment is defined relatively strictly as a
strong enough similarity between the goals (as opposed to the
more general way that asks component goals to only support
the overall objectives in some way), then high alignment does
not necessarily mean high synergy and efficiency in moving
towards fulfilling the goals. This derives from the fact that
in certain situations and groupings a set of elements with
somewhat misaligned goals may actually perform better than
one with nearly fully overlapping goals. Examples include
some forms of competitive markets and well-utilized diversity.

Another characteristic relevant to organizational structure
is the self-sufficiency of the components, ranging from low
to high, as this underlies the need for the system to have
a well-functioning supportive structure. Self-sufficient com-
ponents can survive by themselves and thus can do without
the organizational support, even though having the latter is
still a fully viable option, often indeed the preferred one. At
the other extreme, the total lack of self-sufficiency generally
demands for some kinds of reliable relationships that provide
the missing functionalities or resources. In practice this issue
tends to be linked with specialization: the more specialized
something is, the more it is inclined to drop all other abilities
outside its field of expertise in order to increase the efficiency
in that particular skill.

Finally, the classification most associated with the concept
of organizational structure, up to the point of being synony-
mous with it for some, is that of egalitarian vs. hierarchical,
which actually can again be taken as a more or less continuous
axis from purely horizontal to totally vertical relationships.
In an egalitarian system components have more or less equal
rights and opportunities, whereas in a hierarchical system there
are different levels of authority, lower ranks being expected to
obey the orders of higher ones.

A good description of the benefits of egalitarianism, in
military context, is given in [6], saying that a decentralized
approach “might achieve force agility through drawing on
highly parallel and distributed local knowledge to test for
the continuing validity of critical assumptions and conditions,
and might then develop appreciation of the needs and options

for change through collaborative interactions between the key
decisionmakers, who are then also responsible for facilitating
implementation”. While this sounds perfect for an adaptive
system, there are unfortunately some drawbacks, too. The
most obvious is the high risk of the system to become
overly incoherent as there is no central manager. This problem
might not occur, however, if the system has appropriate self-
organizational properties. But there are still more weak spots:
too flat an organization may have a large inertia compared to
a hierarchical one, and at the same time short conceptual time
horizon matching the time horizon of individual components
[6], [7].

Centralization of decisionmaking, on the other hand, “fa-
cilitates agile changes to strategy, or course of action as
required by the dynamics of the situation, provided adequate
means exist to know when a change is called for, and to
communicate the change required to deployed forces that are
already executing the current course of action” [6]. Also, hier-
archical command structures provide “the ability for forces to
simultaneously operate at, and adapt across, multiple physical
and temporal scales, so that while lower level forces respond
to immediate combat pressures, senior commanders can be
shaping the longer term battle” [6]. Thus, hierarchical systems
can often be faster than egalitarian ones, and better support
multi-scale processing where local small viewpoints and far-
reaching broad perspectives are both present and well bal-
anced. But, surely enough, this comes with a price, again. In a
strongly hierarchical organization the decisionmakers are often
far removed from the actual fields of action and may thus miss
important details of the situation, leading to unfit decisions and
commands. Further, as authority is focused in the commander,
lower rank elements are often denied the ability to adapt or
work around a problem ( [8], as summarized in [9]), which
underutilizes the useful capabilities and knowledge present in
the subordinates (thereby potentially limiting the total range
of system’s capabilities) and decreases the system’s robustness
(losing a commander would likely be highly disruptive and
cause a massive drop of fitness). And, in case of deliberate
cognitive individuals such as humans, the less involved the
subordinates are in the decision making process and the less
their interests are taken into account, the less they also feel
motivated to do a good job in implementing these decisions.
Moreover, it has been observed that in human systems it is
the combination of high power distance (the extent to which
people accept the unequal distribution of power) and high
collectivism (the disposition to prioritize the group over its
individual members) that results in the strongest propensity to
resist change and thus stifles adaptivity ( [10], drawing on [11]
and [12]).

To overcome the described limits, it would be a good idea
to steer clear of the extremes, take the best features of both
egalitarian and strictly hierarchical systems, and try to join
them in some hybrid approach. At least three options can be
distinguished.

The first possibility is to have a mostly hierarchical system
but loosen up the dictate and allow the subordinates a greater



freedom of decision (while still routing quite a lot of com-
munication vertically through the higher level supervisors).
For example, it has been suggested that “The role of higher
level headquarters that manage semi-autonomous teams will
be to clearly communicate and then police the boundaries of
acceptable behaviour, within which autonomous teams have
freedom to innovate.” [13] which can well be combined with
the advice from [6] to make the supervisors facilitate local
initiative and adaptation within the context and limits of an
agreed framework, as well as to allow for direct command in-
tervention by exception when necessary but avoid too frequent
micromanagement.

The second option is to have a mostly egalitarian system
where various hierarchies are formed temporarily, based on
current needs and on the capabilities and experience of the
components. Credibility and legitimacy of leadership should
be premised on expertise specific to the task at hand, rather
than on the basis of some less related indicators such as
hierarchical status, seniority or age that are often used in
human groups [14]. Also, in addition to changing the task- and
situation-dependent organizational structures sequentially, a
complex enough system could have many different hierarchies
existing simultaneously, on the same set of nodes, such that
there would be distinct command and report chains for the
various different roles each component may (simultaneously)
be in.

The third alternative is to have a relatively fixed organiza-
tional network, but instead of the classical tree arrangement
use something more akin to some non-tree kinds of scale-free
networks that have a (balanced) mixture of well-connected
neighbors and of hierarchical structure.

Which option to choose depends, among other things, on
the initial conditions. When starting from a strictly hierarchical
system it is most probably the easiest to use the first approach,
and from an egalitarian the second. The suitability of the
options depends also on component complexity – elements
with very limited capabilities might benefit from (or even re-
quire) having a well-defined organizational structure in place,
whereas complex cognitive agents are better equipped for
setting up the appropriate networks on the spot depending on
the context and goals.

III. DEALING WITH SPONTANEOUSLY EMERGED
BEHAVIORS

One of the issues in assuring sufficiently coordinated and
coherent goal-directed behavior is how to deal with various
processes that have emerged spontaneously, and often unex-
pectedly, and that may not behave as supportively with regard
to system’s goals as desired.

For example, in organizational research it has been observed
that spontaneously emerged and survived mechanisms that
form the “culture of the organization” create a great deal of
organizational inertia to change [7], especially if they have
appeared during the formative phases of the system, as noted in
[15] (referring to [16]): “norms established early in a group’s
existence tend to continue even after their value is no longer

evident”. This, obviously, can have dire consequences for
system’s adaptivity.

Solving that problem in a deliberate way should usually
start with creating the ability to recognize when and which
emergent behaviors actually do (or will) conflict with the
processes crucial to the fulfillment of the system’s major
goals, or that are in general troublesome and unproductive.
When the conflicts are detected, or possibly already earlier
in a preventive manner, the fitness functions / goals of the
spontaneously arised mechanisms should be modified so that
they would be better aligned with the overall organizational
intent [7]. This might be achieved by identifying the points
of influence that are most effective for modifying the mech-
anisms’ operation [7] and impacting on those appropriately.
In practice, however, it can often be far beyond the system’s
(or even of the potentially vastly smarter external agents’)
capabilities to accomplish such a delicate intervention, and
much more aggressive measures might be used, up to the
expulsion or disintegration of the offending set of modules, if
possible to locate and localize. But in most cases, of course,
the early prevention would be the preferred solution, requiring
less effort, being less disruptive and more effective. As noted
earlier, the (potentially unsuitable) behaviors often get fixed
already in the first developmental stages of the system, thus
the main preventive efforts should be focused on that time
(or on the preceding design phase, if exists). Even if such
early prevention typically assumes some ability to predict
emergent behavior, it can nevertheless be done, in principle,
to some extent and for some range of situations. And the less
there is known about the system’s future environments and
goals, the more these precautionary measures should focus on
keeping the system adaptive, as opposed to supporting only
those mechanisms that seem the most efficient in the system’s
current context.

IV. SUPPORTING TEAMWORK

Due to its high practical value a lot of research has been
done on facilitating human teamwork. As it is mainly the
coordination, implicit or explicit, that distinguishes a team
from a mere collection of individuals, the ideas from that
research are well worth taking a closer look at here (while
keeping in mind that they may well serve as an inspiration for
bettering non-human-based systems, too).

The factors and measures affecting teamwork can be
roughly divided into two categories: those relevant on the level
of an individual, and those on the collective, group level.

A. On the Individual Level

On the individual level one of the main problems is
that being a useful member of a team often requires addi-
tional resources and capabilities that allow and support inter-
component interactions. Especially in systems with complex
components, “teams can all too easily add to their members’
cognitive workload rather than reducing it. This is because any
one individual’s mental model has to include other team mem-
ber nodes in his/her definition of the situation.” [17], possibly



including their behavior, intentions, knowledge, mental mod-
els, etc. Also, it is often useful or necessary for the components
to have knowledge about, and take into account when doing
something, team level tasks, goals, rules, organization, and so
on, which again calls for additional resources and capabilities
for coping with that extra workload. But even in simpler
systems more often than not additional special mechanisms
are needed in the subunits to enable fruitful interactions.

It is frequently also necessary, again particularly for the sys-
tems with more complex individuals, to break the “addiction
to perspectives similar to one’s own. It is important to learn
to listen to others with different points of view” [18], because
smooth teamwork typically requires compromises and trade-
offs between the goals and opinions of constituent agents.
Additionally, if no single component has the full knowledge of
the situation and correct all-encompassing mental models, as
is usually the case, it is to be expected that isolated individual
decisions might not always be the best, and that listening to
others’ viewpoints can lead to more fit behavior. So, taking
all this into account, the individuals should, as described in
[19], resist the urge for closure and certainty, not be seduced
by one’s own ideas, appreciate that it is much more important
to be prepared to be wrong in order to learn than to always be
right (and therefore either or both risk-averse or in denial) and
conversely, be prepared to ‘decriminalize’ others being wrong.

Other individual characteristics that can be helpful for good
teamwork and that are particularly relevant for cognitive agents
but inspirational also when designing simpler components in-
clude: self-awareness, social awareness, organizational aware-
ness, interpersonal maturity, critical thinking [9]; cooperative-
ness, sociability, social intelligence [20]; cultural competence,
awareness of differences (between self and others), suitable
(i.e., matching with partners) cognitive style and public space
[1]; and many more.

B. On the Group Level

Then there are teamwork-supporting factors and measures
that exist only on the group level, i.e., require more than
one individual to be present. These include, but are by far
not limited to: team motivation and attitudes, experience of
the team (as a team, not just the sum of experiences the
components may have gathered alone or in other groups), team
heterogeneity, team leadership (whether there is a member in
the team to whom others look for guidance and who also
serves as a role model), distribution and mutual understanding
of roles, shared / compatible mental models [20]; and team
situational awareness (a shared understanding of a given
situation at a given point in time) [21].

With regard to the group level factors – one of the frequent
pitfalls in human groups is the assigning and adjustment of
roles and responsibilities based on characteristics that are only
indirect, and often incorrect, indicators of persons’ suitability,
such as social / organizational position or age. At least in
principle this assignment should be instead based on the
appropriate “matching of member resources, skills, abilities,
prior knowledge, task information, numbers, etc., to subtask

requirements” ( [22], as cited in [1]). In practice, though, the
latter approach may lead to complications, too, when people
do not get the roles they think they deserve and will therefore
underperform or sabotage due to being dissatisfied, so the issue
should be handled carefully (via, for example, open honest
dialogue, fair sharing of the benefits, etc.).

Another important aforementioned factor in ensuring fluid
teamwork – the sharing of information and mental models –
is also far from trivial. This topic would certainly deserve a
detailed integrative study of its own, but to get started, here
are a few examples of what should be considered (though not
necessarily always implemented) when designing intra-team
information sharing:

• The sharing of information about both successes and
failures [23, page 66], [18].

• The sharing of information about member resources and
constraints, team tasks and goals or mission, environ-
mental characteristics and constraints, and about the
assignment of priority among subtasks [1].

• The construction and regular discussion of mental models
while at the same time avoiding the danger of harmful
groupthink [19].

• The system-wide maintenance of the knowledge about
system’s components, current status, ultimate capacity,
connections with other systems, the extent of its “owned”
resources, those it can borrow or lend, and those that can
be shared or should be isolated [24].

Other teamwork-supporting methods include:
• The (deliberate) creation of a specific team culture (a

“third culture”) that is suitable for all participants and
supports the team’s goals, as opposed to expecting ev-
erybody to accept some existing majority culture or just
letting it unguidedly arise by itself [25].

• Managing changes through the provision of (new) en-
abling and supportive infrastructures instead of direct
forceful interventions that might irritate the components
and cause conflicts [26].

• Recognizing and mitigating potential adverse cross-
effects and conflicts between the elements [19].

• Setting shared standards of performance.
• Keeping the size of the group within suitable limits.

Finally, it is advisable to pay attention to the maintenance
of safety and trust among the individuals, otherwise the
spread of useful (or even any) ideas and information may
become strongly inhibited. It is vital for team adaptivity to
make sure that the team is safe for interpersonal risk taking:
speaking up, offering suggestions, critiques, expertise, advise
[21]. Furthermore, too much adaptability can lead to too much
uncertainty for the components, which in turn diminishes their
trust in each other [27], especially if the network rapport is
implicit and informal and therefore builds up slowly [26].
Thus, from this perspective, the speed of adaptations should
be kept reasonably low, or, preferably (assuming we are
aiming for high adaptivity), explicit mechanisms should be



put in place that guarantee the preservation of individual safety
and trustability throughout adaptational processes or at least
provide the components with some reliable indicator of others’
trustability (in relevant aspects) so as to avoid everybody
distrusting everybody by default, “just in case”.

V. CONCLUSION

Coordination is an important issue in a majority of (func-
tional) systems that consist of more than one component, and
quite a lot of research in various disciplines has been done to
understand it better. This paper was based mainly on human
/ organizational studies’ literature and had the intention to
gather together some of the useful ideas and suggestions so as
to serve as a concise notebook to get some initial ideas and
inspiration from when dealing with the analysis, management
and synthesis of both social and technical modular systems.
But it is certainly very far from being a thorough survey (or,
actually, much of a survey at all – it is more like a sampling of
such sources that one would not normally know to turn to if
starting to look for information about coordination) and a lot
of additional practical ideas can be found in the literature of
organizational research, as well as of distributed computing,
self-organization, logistics, biology, and more.

As of how to ensure the existence of the listed supportive
characteristics, capabilities and processes in a system, and
which ones to prioritize in which situations, no universally
easy solution is likely to exist and the main methods would
be the usual design time considerations and later analyses,
adjustments, training and, if necessary, replacement of the
components individually, or grouped as subsystems, or the
system as a whole. But, on the positive side, the effectiveness
of these methods can surely be raised by acquiring a better
understanding of the concept of coordination (and, more gen-
erally, of the working principles of complex adaptive systems)
via further research and refinement of the resulting ideas into
practically usable guidelines.
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